MATH348 Solutions

January 4, 2005

1.(1)
o= [ et
—00
[2 marks]
Now let 1
1) = ey
To compute the Fourier transform, we consider the function
e—izé
&= aray

[2 marks]

Let £ > 0. If Tm(z) < 0 then |e~%¢| = e™()¢ < 1. So let yg = Y1 (R) U
~v2(R) be the anticlockwise contour in the lower half plane, with ~;(R) being
the straightline from R to —R and ~2(R) being the semicircle arc. We have
|22 + a?| > |2|*> — |al®. So

1

lf(z)] < =P for z € 12 (R).
[4 marks]
So e R
—iZ T
———dz| < —=—— > 0as R — oo.
T < @
[2 marks]
We have

(2> +a®) =(z—ai)(z+ai) =0

if and only if z = t+ai. So the only singularity of f inside g is at —ai. So

(2)dz = 2miRes(f(2), —ai) = 2mi(z — ai) e 7%?) . _y;
YR




[3 marks]

So
f@ == tim [ s
0 Jy1(R)
—at
= — lim f(z)dz = e
R—o0 'Y(R) a
[2 marks]

Now since f(z) is real for real z,

fco=[ " f@)etdn

~

-/ " f@)e-ietds = F©).

So for all &,
~ '/Te_a“ﬂ

f&) =

a

[2 marks]
1(ii) We have

@=L 1
9\ =3 x224+1 2244)°

~ _‘ﬂ e_2|€|
fo=r(5 - ).
[3 marks]

[24+2+442+3+2+2+3=20 marks]
Standard homework exercise - apart from (ii), which is of course a technique
familiar since A-level.

So using (i), we have




2.a)
We have ) ,
fi@) = = e | <e Tl 4 x(11)(2)
where, as usual, x(_1,1) denotes the characteristic function of (-1,1). Now
X(-1,1) is certainly integrable, so f; is integrable provided that g(z) = e~ 17l is.
This is true becaue if we take g, (z) = € '*/X(_p,n) then g, (z) < gni1(z) = g(2)
as n — 0o0. Soby the Monotone Convergence Theorem,

/g: lim g, = lim 2 e Ydr = lim [—e*z]"

n—00 n—00 0 n—oo 0
= lim 2(1—-e™) =2 < +00.
n—oo

So fi is integrable.
[3 marks]
We have

|fa(z)] = e | = e = fi(2).

So since f; is integrable, so is fa.
[2 marks]
For z € (0,1), we have e %" > e~ 1. So

[:mwmzl?gw

b de
=e 'lim — = hm [log a:]l/ e ! lim logn = 400
n— oo

n Ji/n T

using the Monotone Convergence Theorem with the sequence 1 x(1/n,1)().
So fs is not integrable.

[4 marks]

b)

Tonelli’s Theorem. Suppose that F : R?> — C is Lebesgue measurable and one
of the double integrals

/ / F(z,y)|dzdy < 400, / / F(z,y)|dydz < +oc.

Then both of the functions
o0 o0
T = / F(z,y)dy, yw~ / F(z,y)dx
— o0 — 00

are defined a.e. and integrable and

/ / F(z,y)dzdy = / / F(z,y)dydz.



[5 marks] Now we apply Tonelli’s Theorem to the function

F(.CL',y) = f((li' - y)g(y)eiian(fﬂ,ﬂ) ("E)X(fw,w) (y)

where f and g are integrable on (—m, ).

We have
/IFw y Idwdy—/ / (z — y)llg(y)|dzdy

- /{ s [ If( )\dedy

T Tty
:/ o)l [ 1F@ld

-7 -7ty

(putting t =z — y)

= [ o [ 15y = [ wlay [ 150lat < +o0

—T -7 -7 —T

(using 2w-periodicity for the first equality).

[3 marks] So we can perform the integration of F'(z,y) either way round and
the two integrals are equal. If we do z first then again putting ¢t = z — y and
using 27-periodicity of the integrand, we have

/ F (z,y)dzdy —/ / —in(ytt £(1g(y)dtdy

=/mamw@m¢/mfmvmw=fmmm)

as required.
[3 marks]
3+2+4+4+5+ 3+ 3 =20 marks.
Similar to homework exercise, followed by theory from lectures. There were
also homework exercises on using Tonelli’s Theorem.



3. (i) To show that g and h are continuous it suffices to show the function extend
continuously at 0, since the functions are defined and continuous everywhere else
on (—2x,2m). For this it suffices to show that

i Y
im ———
y—0 25in 5y

and
. 1 1 . y—2siniy
lim ——— — — = lim ~———5"—
y—=02singy Yy y—0 2ysingy

exist. The first limit is 1, a well-known limit but one can also use the Taylor
series expansion of 2 sin %y about 0, which starts y — y3/24---. This can also
be used for computing the second limit, because it gives

—2ginl 3/94...
lim Y7 2508Y Y2
y—=0 2ysin gy y—=0 Y=
So the limit exists and = 0, and the function does extend continuously.
[5 marks]
(ii) We have f(z—y) =1+z—yif 0 <z —y <, thatis, if -7 +2 <y < z,
and f(z —y)=—-1lif -r <z —y <0, thatis, if z <y <z + 7.
[2 marks]
So we have

T+

5. (N@= [ arz-pewiy+ [ sy

T

= —% /w:g(y) sin((n + 3)y)dy + ((1 + ) w: - /;rw) sn(y)dy

= _% / mﬂ 9(y) sin((n+%)y)dy+% ((1 + ) / : - / m) h(y) sin((n+3)y)dy

o [ )
[6 marks]

The Fourier Series Theorem says that for 0 < z < 7,

lim S,(f)(z) =1+z.

n—oo
[1 mark]
(iii) By our assumptions,
Tn
lim 9(y)sin((n + 5)y)dy = 0,
Tn T+
lim h(y)sin((n + 1)y)dy =0 = lim — / h(y) sin((n + 1)y)dy.
n—oo [ o n—oo Tn



Also, lim,, o0 T, = 0. So

Jim Sn(f)(2n) = lim — (/mn_ﬂ /zmr) sin((n + 5)y )dy

[3 marks]

Putting (n + 1)y = t we have (n + 3)dy = dt and so dy/y = dt/t. When

Yy = xn, t = 7. When y = z, + 7, t—(n—}—%)w,andwheny:wn—w,
t=—(n—3r. So
™ (n+$)m ¢

lim S,(f)(z,) = lim / - / st

n—00 n—00 7(n7%)7r p 7t

2 ["sint 1 % sint 1 A sint

= —/ a4+ = lim at— = tim [ g
TJg 1 T A=+ J_A T T A—+c0 Jo t

2
:_/Lntd
™ Jo

Where the last equality uses that (sint)/t is an even function.
[4 marks]
54+2+5+1+3+4 =20 marks.

Similar to homework exercise.



4.(i) If G(#) is a holomorphic function of z, then for z = z + iy we can write
G(2) = u(z,y) +iv(z,y) for real-valued functions v and v, and then the Cauchy-
Riemann equations give u, = v, and uy = —v,. Then Uz, = Vpy = Vyg = —Uyy
and uzg + Uyy = 0. the function (1 + 2)/(1 — 2) is holmorphic for z # 1. So we
do indeed have ugz, + uy, = 0 for u(z,y) = P(r,6).

[6 marks]

(ii) For z = re®?

, we have

L+re??  (1+7e?)(1—re=i)

1—re®  (1—rel)(1—re)

_ 1—1r?+2irsinf
o 1—rei?

So taking the real part we obtain

[3 marks]
Now for 0 <r < 1,

oo oo oo

Z T.|n|ez’n0 — Z(T.eia)n + Z(re—ia)n -1

n=-—o0o n=0 n=0
_ 1 n 1
 1—reif 1 —reif
1—re” ¥ +1—re? — (1 —re?)(1 —re )
(1—ret?)(1 —re=i)
=2—re ¥ —ret? —14re 4 rei? —¢2
(1 —rei?)(1 —re=)

1= r2
T |1 —rei?|2’
[4 marks]
So
m 1 bl o .
/ P(r,0)do = 2 Z rinlein? 4o
- TJ—m n=-—oc
1 = " In| ,ind
=5 Z riMe™dg =1

n=—0oo

because for any integer n # 0,

/ rlinleinfdy = .

—m



[2 marks]
(iii) The equation
o*P 10P  10°P _ 0
or2 " rOr r2002
also holds with P(r, ) replaced by P(r,0 — t) for any t, and then also for this
multiplied by f(¢) and integrated from —n to 7. So the equation holds with P
replaced by F'.

[4 marks]
Now
Fr6)—10) = [ f&)P(r6-t)di—1(0) [ Pert)de
_[" fo-vpata-£@) [ Po
= [ we-0-s@nre.i
[2 marks]

5+3+4+2+4+2=20 marks.
Theory from lectures with some calculations also carried out in a homework
exercise on Laplace equation in the disc complement.



5. (i) We have N
Gap(&) = / g((z — a)/b)e” %" dz.

— 00

Putting t = (z — a)/b gives = tb + a and dz = b.dt. Since b > 0, the limits of
integration do not change. So we have

Ga,p(§) = b/ g(8)e— (108 gy — 15(p)e—iak.

[3 marks]
(if) We have
U (&,1) =i€U(E, 1), Ura(§,1) = —€70(E,1)
ui(&,t) = (9/0t)u(§, t).

So taking the transforms of (3) and (4), we obtain
(0/0t)u = (1 + i€ — £%)a,

u(¢,0) = f(8)-

[3 marks]
The general solution to this is

(e, 1) = TR,

[1 mark]
Now we need to determine a function g(z,t) such that

G(E, 1) = et HiEt €t = gteitt—(€V2D?/2

Since we are given that the Fourier transform of e=2"/2 is v/2me ¢ /2, we have,
by (i)
g(z,t) = etLe*(z”)z/“.
2v/mt
The Fourier transform of a convolution is the product of Fourier transforms and
any intgrable funciton is uniqely determined by its Fourier transform. So we
have

* 1 2
u(z,t =et/ — e (etty) /At g,
wo=c [ 1wy y

[6 marks]

(ili) Dominated Convergence Theorem. Let f, : R — C be a sequence of
functions with lim,,,« fn(y) = h(y) for all y and | f,(y)| < g(y) for all y, for an
integrable function g. Then A is integrable, and

/h: lim [ f,.
n—oo



[4 marks]
Now apply this with

Faly) = (1/2v/7n) f(y)e~(@tn=—u)"/4n
Since 0 < e~(z+n=1)*/4n < 1 for all y and n, we have

[fa@)] < (1/2vmn)|f(y)] < (1/2vm)| £ ()]

for all integers n > 1. We can apply the Dominated Convergence Theorem
because f is integrable and because

lim (1/2v/mn) f(y)e~@tn=v?/4n — g,

n—oQ
Of course in this case we already know that the function 0 is integrable with
integral 0. Anyway we deduce that

0=[o=tim [fu=1m [~ /v s@e gy

n—oe

= lim e "u(z,n),
n—oo

as required.
[4 marks]
3+3+1+5+4+4=20.

Parts (i) and (ii) are standard homework exercises. First part of (iii) is
standard theory from lectures and a handout. Second part of (iii) is unseen
although there is an application of Dominated Convergence on the problem
sheets.
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fe) = / (1= lae s

1 0
:/ (1 —x)e‘”ﬁdw+/ (1+ z)e” ™8 dy
0

-1

[0,

e—z’z!;' 0 1 e—iw§ 0 e—z’m.’;’
+[(1+a:) —if]_l_/o i da:-i—/_1 i dx
e—ir€  g—iag 1 e—iv€  g—iag 0
= R e

1 1—e® 1 1-—¢%

Tkt Te ke
1—cosé
[4 marks]
We have . ¢ A
— cos
‘2 e ‘ g
We also have
1-cosel=[§ -5 < e
2 24 -

for €] < 1. So

1—cosé 4
‘2752 ‘ < E_ZX(foo,fl)U(l,oo) + 2x(-1,1)

The righthand side is integrable. So the lefthand side is too.
[4 marks]

(ii) Since fis integrable, and f is continuous, one of the Inverse Fourier Theo-
rems says that

1 o
0 =5 [ i
> ] A=y if fa| <1
gtl—cost — w(l—ly it |z| <1,
/_ooe P 4= if |y > 1.
[2 marks]

11



Now let y(R, ) be the contour

.

-R —€ € R

Then we consider

dz.

/ 2¢iWz _ ei(yz—i—z) _ ei(yz—z)
'Y(Ris) Z2

There are no singularities inside the contour. So

dz = 0.

/ 2eiyz _ ei(yz+z) _ ei(yzfz)
7(R,e) z

[1 mark]

Let v(R) be the semicircle radius R and let v(g) be the semicircle radius e
both oriented anitclockwise . If y < —1 and Im(z) > 0, then Re(iyz), Re(i(y —
1)z), Re(i(y + 1)z) are all < 0. So then

dz

4 4
< ﬁlength(’y(R)) < Eﬂ — 0as R — oo.

/ 2eiyz _ ei(yz+z) _ ei(yzfz)
+(R) 2

[3 marks]
On 7(e) we have

. 2 - . 2
067 _ gi(yz+z) _ pilyz—2) _ 2+2iyz+2(zy2z) m_l_(iijLiz)_w
. _ . 2
—1— (iyz —iz) — M <= 2y2% 4+ 0(2%).

So on «(g),

2etyz _ ei(yz—i—z) _ ei(yzfz)

<2y + 0(e)

So

e dz| < (2ly| + O(e))length(v(¢))

/ 2tz _ ez’(yz—i—z) _ ei(yz—z)
v(e)

12



= (2ly| + O(e))me = 0 as e = 0.

[4 marks]
Soif y < -1,

*© . 1—-cost
/ ezytTdt

—0o0

—& R
ol = t
= lim / + / eivt = — SOt gy
R—+4+00,e—0 _R c t2

iyz _ pi(yz+z) _ Li(yz—z2)
= lim / = / + / e e e =0
Botooe0 \Jy(re)  Jvm) (o) 22

as required.
[2 marks]
4+4+2+1+3+4+2=20 marks
Similar to homework exercises on computing Fourier transforms, integrabil-
ity and contour integration. An approximation to this is on the revision sheet.

13



7.(1) For Re(z) > a,

[1 mark]
(ii) If f € L*(0,00) then

(2)| = ‘ [ e it

< / | f@)e =\ = / Tl @)le R dz < / (@) de.

[2 marks]
(iii) We need f(z)e ** € L*(0,00) (as a function of z) for all Re(z) > 0. Now
by the Cauchy Schwarz inequality,

/000 |f(z)e % |dx < (/000 |f(:1:)|2da:> v (/000 eZRe(Z)“”da,") v < 400

because f € L?(0,00) and e 28¢() ¢ [1(0,00) for Re(z) > 0, which is easily
proved using Monotone Convergence:

/oo e~ 2Re()Tgr — lim @
0 n—oo —2Re(z) 0

1— efnRe(z) 1
= lim

n—oo  2Re(z)  2Re(z)

[4 marks]
(iv) Plancherel’s Theorem says that if h, g € L'(—00,00) N L?(—00, 00), then
|hg| € L'(—oc, 00) and

/ h(z =50 / h g(
[3 marks]

Now L(f)(t + 4y) is the Fourier transform (as a function of y) of g(z) =
f(Z)e "X (0,00)(x). So putting h = g in Plancherel’s Theorem gives

| la@Pde = [Clr@pe i < [P

[ awe= [ e

—0o0 — 00

while

So this gives the result
[3 marks]

14



b —zz —az —bz
e e —e
= e =
L)@ = [ e smdo= || = S
[2 marks]
So L(x(0,1))(2) = (1 —e7%)/z.
[1 mark]
Now we consider 1/(z — i). We have
. 1
lim —— = +o00
z—i |z — g

and hence by (ii) this cannot be the Laplace transform of a function in L! (0, co).
[1 mark]
Alsofor z=t+1iy, 0 <t <2,

o0 1 o0 1
/,m Gt ig) P = [m E+u-1n%

1+ 1 2t
> — __dy> — — t—0.
—/ ZENTEEIEA AP A

So by (iv) this cannot be the Laplace transform of a function in L2(0, 00).
[3 marks]
1+24+4+34+3+24+1+14 3 =20 marks.
Parts (i)-(iv) theory from lectures. (v) similar to homework exercises.
L2 examples have not been set before but will be this year.
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8. (i) The mean m is defined by

m= /_O; xdu(z).

This is well defined if o
/ 2du(z) < +oo.
—o0

[They do not need to say this.]
The variance v is then defined by

v= [ @—mpdua),

—0o0

which is also well-defined - and finite. The Fourier transform p is defined by

e = [ e du().

[4 marks]
(i) a)
m=1x p({1}) + 0 x i ({0}) + (=1) x i ({=1}) = 0.
So
0= 1 ({1) + 0% ({0)) + 1 x m({-1}) = 3.
[2 marks]
b) We have

* | > o
dr = de = .
/,(,(,1+a:2 o /,001+;c2 v=too

So the mean and variance are not defined in this case.
[2 marks]
(iii) We have

A€+ h) — (6) /°° ,
= ey

h oo oo h
0  —ihE _ )
oo —ih§ _ 1
=/ € A +iz| du(x)
[3 marks]
We have

16



Similarly

(@ 1O = [ —ae (o)
[2 marks]
(iv) .
() = (e + ) + 5
[1 mark ]

0o . 0 . [e] ) .
/g\(y) — / efmfzzydx +/ 6m7myd.'lj' — / (efzfza:y + €7z+lwy)dﬂf
0 0

e—w—iwy e—w—i—iwy n 1 1 9
n oo —1—iy+—1+iy]0 T+iyg 1—iy 1442

So by the Inverse Fourier Theorem

1 [ 2ei7Y

2 | o 1+y2

o]

dy =e"

So
fia(§) = e

[6 marks ]

This is not differentiable at 0, where the right and left derivatives are 1 and
—1 respectively
[1 mark]
4424+24+3+24+1+4+5+1=20 marks.

(i) and (iii) are theory from lectures. (ii) and (iv) are similar to homework
exercises.
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